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Abstract

For the first time a fiber optic surface plasmon resonance sensor with demonstrated accuracy and precision of less than 200 ppm salinity is
presented for calibration across a range of temperatures and salinities. Also shown is the potential for the sensor system to reach precisions
of 10 ppm or less. Calibration models are constructed for 28–48‰ salinity and a method for translating the calibration models to account
f drift is
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or varying temperatures between 0 and 25◦C are demonstrated. The long-term susceptibility of the fiber optic sensor to fouling and
iscussed.
2005 Elsevier B.V. All rights reserved.

eywords: Hydrothermal vents; Practical salinity scale; Refractive index; Ocean density; Fiber optic sensors

. Introduction

.1. Why measure salinity with refractive index sensors?

Density (salinity), temperature and pressure (depth) are
he fundamental parameters for the seawater equation of
tate, which is essential to climate models[1]. Because sea-
ater is an aqueous solution of dissolved salts, salinity is the
tandard measurement used to determine the density of ocean
ater[2]. Prior to 1967, the standard method of determining
alinity was through titration of chloride-dominated seawater
gainst silver nitrate, with an accuracy of 30 ppm[2]. Con-
uctivity was touted as a possible salinometric technique, but

t was not standardized until 1967 when conductometric sen-
ors attained a precision and accuracy exceeding that of the
hemical technique[3]. The conductivity–salinity scale was
urther revised in 1978 to account for the advent of portable
onductivity-temperature-depth (CTD) sensors used in field
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monitoring with high-precision/accuracy bench-top th
mosalinographs[3,4]. This practical salinity scale of 197
(PSS 78), further recognized by UNESCO in 1980, is no
universal in the oceanographic determination of density
salinity is used almost synonymously for density in re
ences[1,5]. The accuracy of PSS 78 is 1 ppm, with a preci
of <1 ppm [4]. It should be noted PSS 78 uses “Pract
Salinity Units” or PSU, as the measurement is based on a
of standard seawater to the sample and is therefore inhe
unitless. For this paper, salinity will be reported in eit
‰ or ppm KCl, the former of which is essentially the sa
as PSU.

Conductivity cannot account for species that may ad
seawater’s density but do not measurably conduct elect
and is compositionally dependent due to heterovalency[5].
When conductivity was being standardized in the 19
the use of refractive index (RI) to determine salinity w
suggested[6]. However, the precision and accuracy
conductometric sensors developed faster than refractom
sensors, the former of which were also made port
more easily. Recently, meticulous statistical treatmen
039-9140/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2004.09.029
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salinity–density data sets has shown that RI correlates to
density 80% better than conductivity[7]. Interferometric
refractometers can achieve sub-1 ppm accuracy, but are
inherently bench-top devices that require strict temperature
control in their surrounding environment to at least±0.1◦C
[6]. Thus, refractometric determination of seawater density
tends to be limited to exacting studies where sample-capture
is acceptable. Climatological research depends on density
information to track global ocean circulation, an appli-
cation for which 10–100 ppm is an acceptable sensitivity
[8,9]. Therefore, a refractometric sensor that can attain a
sub-100 ppm sensitivity while being robust enough for field
deployment would find itself useful in salinity/densitometry.

1.2. State of the art in fiber optic refractive sensors for
oceanography

Chemical oceanography has become increasingly
attracted to the use of fiber optic based sensors[10]. The
flexible nature of fiber optics, combined with their relatively
low fabrication cost, makes them attractive to any field
where in situ remote sensing is desirable. A fiber optic
system can also miniaturize many table-top optical systems,
bringing the possibility of in situ refractometry to the ocean.
Several groups have attained accuracies between 1000 and
mid-100 ppm using various fiber optic systems[11–13]. The
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as their SPR data tracked with conductivity probe good to
100 ppm[20].

1.3. Our relationship to the state of the art

In order for an SPR salinity probe to be useful in the field,
its performance must be demonstrated both over a range
of salinities and temperatures. The RI of seawater changes
monotonically from 0‰ to 42‰ and monotonically from
−1 to 32◦C at typical ocean salinities. However, a sensor
is unlikely to encounter this full range of salinities and
temperatures in a given deployment. The fiber optic system
under development here is envisioned for two particular
applications. First is the stationary deployment near deep-sea
hydrothermal vents where the goal is to monitor the diffusion
of vent fluid. In these applications, thermal equilibrium is
rapidly achieved, but fluid mixing and diffusion is spatially
varied with predominant currents. The second application
is drop sensing where the probe would rapidly collect data
while descending to the ocean floor. Here the probe will
possibly encounter thermoclines and haloclines. Laboratory
experiments chosen to test this sensor have been designed
to present a significantly greater range of salinities than
would be expected in most applications and a comparable
range of temperatures that would be encountered for a given
field experiment. This paper shows the fiber optic based
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est sensitivity reported is that by Zhao et al., with preci
f ±300 ppm using a miniaturized differential refractome

14–16]. Zhao et al. estimate their spectral resolution giv
ensitivity of 12 ppm. Their design requires a saline stan
nd a prism in the sensor head, so the potential to miniat

he sensor is limited.
Surface plasmon resonance (SPR) is another tech

hat measures RI changes, and has been successfull
ith fiber optics in environmental systems in recent y

17–23]. SPR spectroscopy can be employed to deter
I when light in a waveguide is attenuated following exc

ion of a surface plasmon on a thin metallic film deposite
he waveguide. In the case of a fiber optic waveguide, t
eed be no prisms or moving parts in the sensor tip. Th

ore, such sensors can be <200�m diameter at the tip an
nexpensive. At a minimum, such a sensor could be m
ext to a traditional conductivity/temperature (CTD) pr

or in situ ocean salinity monitoring and the two sensors u
n concert to better characterize the density of seawater

Three groups have used FO-SPR to measure sa
owever, none of these three studies calibrated the se
cross a range of temperatures. Grunwald and Holst
ttained a sensitivity of 1000 ppm using a multimode fi
ith a tapered tip[24,25]. Liu et al., using a multimod
ber, report an RI sensitivity of 8.9× 10−5 RIU and claim
his corresponds to a salinity sensitivity of 10 ppm[25].
owever, based on the accepted values for RI change
alinity of∼3× 10−7 RIU/ppm,[6,27] the sensitivity of Liu
t al.’s sensor is closer to 450 ppm. Lastly, Esteban e
sing a single mode system report a sensitivity of 100 p
d

PR dip-probe (FO-SPR) can achieve salinity prediction
200 ppm with a precision of at least 100 ppm over sev

emperatures and salinities of marine relevance. This r
s in the same range as the isothermal 100 ppm report
steban et al.[20]. Both data sets relied on conductiv
robes with sensitivities of 100 ppm at best. Thus

s believed that with better calibration, these small
nexpensive FO-SPR sensors could achieve sensitiviti
100 ppm, rendering them useful to field studies of the oc

Our laboratory has demonstrated the ability to make re
ucible flat-polished tip FO-SPR sensors for use in a
us systems[19,28,29]. Sensing tips are constructed fr
00�m core optical fibers, and are typically less than 5

n length. Connection to a light source and spectromet
chieved with fiber optic “jumpers,” thus the sensor app

us can be easily multiplexed and adapted for remote
tudies with aqueous sucrose have shown correlatin
SPRwith bulk RI or analyte concentration are sensitive
obust enough for quantitative applications[29]. Previous
tudies in our laboratory suggested a prediction of sal
ver of <1000 ppm several temperatures was attainable
his sensor[29]. The current study improved on the exp
mental design by collecting conductivity and tempera
ata simultaneously with the SPR spectra in temperature

rolled solutions of aqueous KCl. A limit of determinati
ased on observed prediction errors of at least 200 ppm
precision of <100 ppm is attainable with these FO-

ensors. The potential to deliver accuracy and precisio
100 ppm is foreseeable with a more powerful, less port
pectrometer and CCD camera.
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2. Apparatus

A computer-controlled pumping system was created to
facilitate mixing of saline solutions and collect data from
the FO-SPR sensor, a thermistor, and a conductivity cell. A
Pentium 3 laptop (Dell) with a 1.1 GHz processor and 256 Mb
of RAM, connected to a dedicated docking station, was used
for control data collection and processing.

2.1. SPR sensor

The manufacture and optimization of the FO-SPR probes
used in this study has been described in detail elsewhere
[19]. All probes were made from 400�m core diameter
FT400EMT silica fiber (3 M) with a TECSTM cladding
and TEFZELTM buffer. A 7-cm piece of fiber is cut and
10 mm of cladding and buffer near the fiber’s tip is removed
mechanically. The tip is then polished using standard lapping
films. A 2-nm film of Cr is sputtered in a 208HR evaporation
deposition chamber (Cressington) on the flat tip, followed
by 50 nm of Au. The Cr is applied to ensure the Au will
adhere to the surface. This mirror is further protected by
replacing the buffer on just the last 3–5 mm of the fiber tip,
then dipping the tip in epoxy. Next, the fiber is epoxied into
an SMA coupler. Once the epoxy has cured, the cladding is
removed from the exposed part of the shaft using acetone on a
K ring

chamber to be covered with the 2 nm Cr undercoat and the
50-nm Au layer. Rotating wheels installed in the chamber
enable uniform sputtering on this cylindrical surface.Fig. 1
shows a cross-section schematic of this probe and a scaled
photograph. Seven such probes were prepared in one batch
and the two with the shortest required exposure times (best
light return) were selected for use in the experiment.

A quartz–tungsten–halogen (QTH) lamp (Oriel) was the
light source. A bifurcated optical fiber jumper made of
FT400EMT silica fiber (same as the probes) coupled light
from the source to the probe and on to the spectrometer. An
HR2000 spectrometer (Ocean Optics) was the detector, with
a spectral resolution of 0.2 nm/pixel. The spectrometer was
connected to the computer through a USB port and dedicated
software collected spectra consisting of 10 averaged frames
every 5.8 s. As soon as an air standard for the FO-SPR probe
was collected, the probe was submerged in the mixing cham-
ber. If removal was required due to maintenance during the
experiment, the probe was kept in deionized water for the
duration and then re-immersed. The probes were in deion-
ized water for <0.8% of the total experiment time.

2.2. Conductivity

Conductivity measurements were made with a YSI 3253
small volume four-wire conductivity cell and a dedicated
3 mS

F
u

imwipeTM. The probe is then reintroduced to the sputte
ig. 1. The FO-SPR probe used for this paper. (a) Shows cross-sectional s
ndercoat and a 50 nm Au covering. Photo in (b) shows a typical probe. Tho
200 m (YSI). The meter reported a resolution of 0.01
chematic of the probe. Both the mirror and the sensing region have the 2 nm Cr
ugh neither of those used herein. Line over probe shows sensing region.
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with an accuracy of±1.0%. The cell constant was cali-
brated using commercial standard solutions of KCl at 10,000
and 100,000�S/cm (VWR/Control Company) as per the
YSI manual’s instructions. The cell constant, calculated as
0.913/cm, was internally applied to the conductance reading.
A thermistor included in the probe had a resolution of 0.01◦C
and an accuracy of±0.1%. The meter reports “salinity” but
does not use PSS 78 for this calculation, and therefore was
only used as a qualitative check against the reported con-
ductivity for experimental progress checks. The temperature
correction was disabled to permit the later combination of the
conductivity probe’s measured temperature and conductivity
using PSS 78. Data was streamed every 5 s from the meter to
the computer through an RS 232 port and collected using the
Hyperterminal accessory in MS Windows 2000.

2.3. Temperature

A YSI 55036 glass-bead thermistor (YSI) was selected to
measure temperature given its ability to be calibrated to a
precision of 0.001◦C. Ten such thermistors were baked for
1 week at 400◦C to settle out their long-term thermal drift.
Thermistors were fitted with banana plugs to be hooked up
to a 61

2 digit Keithley 2000 digital multimeter (Keithley).
Success of the baking was then established through thermal
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the conductivity probe were used in the PSS 78 calculation.
This assumes the salinity within the mix chamber is constant,
given the stir bar’s constant mixing and ensuring a tight seal
in the chamber’s lid through the use of ParafilmTM. Con-
versely, thermal gradients in a circulation bath of this type
are inevitable, thus the temperatures used for the spectral
data were those collected by the thermistor, immersed to the
same depth as the FO-SPR.

Readings were collected by the Keithley multimeter
using the “slow” rate collection on its display with a moving
average of 100 readings. The measurement cycle was
approximately 500 ms. The multimeter was connected to the
computer through a standard GPIB port, and was queried
every 5 s by a LabVIEW 6.1 program (National Instruments).

2.4. Saline solutions

KCl(aq) solutions were prepared according to the standard
method for making salinometric standards[2]. To ensure
total dryness, KCl (EM Scientific/KGaA Merck) was placed
in an oven at 800◦C and allowed to melt in a clean ceramic
crucible. Approximately, 3 h were required to melt 80 g of
KCl(s). The molten KCl was then quickly poured onto a
clean stainless steel sheet and allowed to cool. The glassy
KCl was then weighed to an amount appropriate to make
either a 42.000‰ or 70.000‰ solution with deionized
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hocking by rapid switching between two immersion tem
ture standards: isopropyl alcohol and dry ice at−40◦C and
oiling water at 100◦C. Thermistors whose resistance re

ngs settled out within 20 cycles were selected for calibra
he thermistor head was protected after shock treatme
rapping it in PTFE tape and ParafilmTM.
Thermistor calibration was performed through immers

f the thermistor affixed to a mass of Cu, wrapped in Al f
n an Isotherm 3013 circulation bath (Fisher/Ness Labs)
aining a 50/50 mixture of ethylene glycol and water.
ath displays to 0.01◦C and is accurate to 0.02◦C, accord

ng to its manual. A plasticized Styrofoam block 3 cm th
overed the open bath to insulate it from ambient the
uctuations. Five temperatures between 1 and 32◦C were
sed, with the bath given 24 h to achieve thermal equ
ium. Twenty resistance measurements taken at increm
f 30 s by hand were then used for each temperature for fi

o the Steinhard equation using LINEST in MS Excel:

= [A + B ln R + C(ln R)3]
−1

(1)

hereT is in Kelvin andR is the resistance. The thermis
sed for the experiments had a precision of 0.002◦C with an
2 of 0.99996 forn = 100.

The thermistor was immersed in the mix chamber to
ame depth as the sensing region of the FO-SPR. As
hermistors have a head diameter of∼3 mm, it is easy to ge
he tip of the FO-SPR and the thermistor within 5 mm
ach other without their touching. The FO-SPR sensor
ot long enough to be immersed to the same depth a
onductivity probe. Therefore, the temperatures collecte
ater (Millipore) in a 1000.0 mL volumetric flask. As t
xperiments required several litres of solution in tota
ew solution would be made as needed, typically once
eek. As concentration (salinity) was determined in
xperiment using conductivity, the changing concentra

n the KCl(aq) reservoir was not an issue.
The KCl(aq) solution and deionized water were placed

00 mL plastic reservoirs intended for cell culturing (VW
oles were drilled in the caps of the reservoirs to pe

emoval of their content with pumps, and the addition
ore solution through Tygon tubing and glass funnels
oints open to the atmosphere were sealed with ParafiTM

hen not in use. Temperature control was achieved by
erging and securing the reservoirs and sample cham

he circulation bath used for the thermistor calibration.
The sample chamber consisted of a 130 mL HDPE

le used to deliver KCl(aq) conductivity standards. Hol
ere drilled in its lid to permit insertion of leads from t
umps and the measuring probes. An aluminum foil sh
as wrapped around the bottle to prevent the ethylene
ol/water solution from contaminating the analyte. A 1
agnetic stir bar was placed inside the bottle, driven b

mmersible stir-bar platform (VWR).
Two 50-�L LPLA2410550L constant volume electrom

ive pumps (The Lee Co.) were used to deliver solution to
ample chamber. Computer control was achieved throu
ircuit board connected through a DAQ6024E controller
National Instruments). A LabVIEW 6.1 user interface c
rolled the pumps, and was not automated. The pumps
e set to either 1 or 2 Hz cycles, delivering 50�L each cycle
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resulting in flow rates of either 3 or 6 mL/min. Solution was
removed from the mixing chamber using the same line con-
nected to that of the KCl(aq) pump and delivered to waste.

3. Method

3.1. Experiment 1

This first experiment tested the ability of the SPR probe
to work at fairly constant temperature (±0.05◦C) across a
wide range of salinities (28–42‰ KCl). Temperature was set
at least 12 h in advance of an experimental series to ensure
thermal equilibrium of all components were attained. Tem-
peratures from−1 to 32◦C were randomized for collection of
data at 34 different temperatures over a period of∼40 days.
The two reservoirs contained deionized water and∼42‰
KCl(aq), respectively.

Prior to each measurement set, the chamber was drained
using the pumps and refilled with 120.00 mL of KCl(aq) to
a starting salinity of∼42‰, as read by the salinity field
on the conductivity meter. Upon this filling, data streaming
of conductivity (κ), temperature (T) and spectra (λSPR) was
recommenced. Every 30 min, 5.00 mL was drained from the

chamber using a pump, and random combined volumes of
deionized water and 42‰ KCl(aq) was flowed in to replace
the 5.00 mL. Twenty such sets were collected over a period of
10 h, with no random injected concentration repeated. Upon
completion, all data collected was digitally archived, and the
bath was set to the next temperature.

Measurements were collected until it was determined the
sensor had become insensitive to changes in salinity. This
occurred after 21 days.

3.2. Experiment 2

In order to assess the sensor’s ability to respond to
salinities changing by more than 1.0‰ or 2.0‰, a second
experiment was performed with a new probe. Prior to the
measurement set, the chamber was drained with the pumps
and refilled to a starting concentration as close to 35.0‰
(average open-ocean salinity) as possible. The reservoirs
were thus filled with deionized water and 70.0‰ KCl(aq).
Data streaming ofκ, T andλSPRwas commenced upon filling
to 35.0‰.

As described below, Experiment 1 a 1-week equilibrium
time was needed to achieve the best results from the SPR sen-
sor. Therefore, prior to beginning Experiment 2, the FO-SPR

F
o

ig. 2. Representative set from Experiment 1. Salinity shown in (a), positionλSP

f temperatures covered for a given salinity from (c), data may be appropriat

ofRin (b). Evidently the SPR signal tracks well with salinity. Using the range
ely selected to determine prediction error.
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probe was immersed in 35.0‰ KCl(aq) at 15◦C until no sen-
sor drift at constantκ andT occurred. Ten random salinities
between 32.0‰ and 38.0‰ were chosen and the volumes
needed to drain and then replace with either deionized water
or 70.0‰ KCl(aq) were generated. Once the salinity was
achieved, the set point on the bath was raised 1.00◦C from
its set value, and allowed 30 min to equilibrate. The temper-
ature was then returned to its starting value at which time a
new salinity was acquired. Ten such sets were collected. The
temperatures used in this set were 14.50, 1.50, 24.50, 7.50,
19.50◦C, and one set oscillating between 13.50 and 16.50◦C.

Following this last temperature set, the conductivity probe
began to report readings that did not correlate with the volu-
metrically estimated salinity within the chamber. Therefore,
the experiment was terminated at this time.

4. Results and discussion

A sensitivity of at least 200 ppm is attainable using an
FO-SPR sensor to measure salinity. This sensitivity was
demonstrated for temperatures between 0 and 25◦C, and a
range of salinities between 28‰ and 42‰ (∼28 and∼42
PSU). Comparing to the previously reported values in the

literature, 200 ppm approaches the lower reported, that of
Esteban et al.[20] However, while that study merely showed
their SPR signal tracked with their conductivity data, the
present study shows with statistically significant data sets the
sensitivity is attainable for several temperatures and salinities.
Also, the Esteban probe is more difficult to manufacture and
work with, as it requires the shaft instead of the tip of a fiber to
be polished down. In order to better establish the sensitivity
of FO-SPR, further work with a higher resolution spectrome-
ter, a more accurate conductivity probe, and a greater degree
of temperature control must be performed. The sensor also
drifts with time to the point of losing its ability to reliably
detect salinity changes over a period of days to a week. The
nature of this drift must be determined and prevented to allow
long-term use of the sensor both in calibration studies and
field use.

All salinities were calculated from the conductivity and
temperature measurements made by the YSI conductivity
cell, and converted into salinity using PSS 78 equations pro-
vided by Fofonoff[1] and using MatLab R12 (MathWorks).
Propagating differences in computer timing for the three col-
lected data streams resulted in the spectral data sets often
being the smallest in number of recorded measurements.
Temperature data was collected every 5.0 s, conductivity

F
p
t

ig. 3. Representative set from Experiment 1 while temperature was equilibr
oints at the lowest temperature, indicating this run had temperature decrea

o track changing RI.
ating. Salinity shown in (a), position ofλSPRin (b). The plot in (c) shows the most
sing. As plot (b) shows a slight decrease inλSPR, again it shows the ability of SPR
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Fig. 4. Representative set from Experiment 2. Salinity shown in (a), position ofλSPRin (b). As inFig. 3the range of salinities and temperatures covered shown
in (c) allows selection for application to the prediction model.

∼5.2 s andλ every 5.8 s. As the statistical studies required all
sets have the same number of data points, the larger sets were
linearly interpolated into the smaller sized set by a weighted
average over time. Therefore, no data was lost.

Representative plots of the three types of data are shown
in Figs. 2–4.Fig. 2 shows Experiment 1 during a dilution,
Fig. 3 shows Experiment 1 during a temperature equilibra-
tion, andFig. 4shows 1 day’s experimental collection from
Experiment 2. In all cases, (a) shows the salinity over the
course of the run, (b) shows the corresponding SPR minima
and (c) shows the range of temperatures encountered for a
given salinity.

4.1. Simultaneous calibration over a range of salinities
and temperatures

In order to determine the sensor’s ability to predict the
salinity of an unknown sample across a range of tempera-
tures, a transferable linear regression model was generated
for a given range of temperatures. Separate linear calibra-
tion models were calculated to relate salinity toλSPR for
the two temperatures at the extremes of calibration range. A
transfer model was then calculated to adapt the linear calibra-
tion model to any temperature within the overall calibration
range whereT1 andT2 are two bounding temperature, each

with an independent calibration model. The transfer model
assumes the slopes (m) and intercepts (b) of the regression
model between these bounding temperatures track linearly
with temperature. The weighting parameter

p = Tunk − T1

T2 − T1
(2)

allows

bunk = b1 + p(b2 − b1) (3)

and

munk = m1 + p(m2 − m1) (4)

The root mean square error of prediction (RMSEP) indi-
cates the absolute difference between predicted and true
salinity (S):

RMSEP=
√∑n

i=1(Spredicted− Strue)

n
(5)

Fig. 5shows trend ofλSPRversus salinity across a 0.040◦C
temperature variation and the absolute error of the prediction
against salinity and temperature for a subset of data within
Fig. 2. Note there is no trend in the errors of prediction with
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Fig. 5. Regression plots and absolute errors of prediction for a set withinFig. 2. (a) Shows the trend forλSPRvs. salinity for measurements collected between
for 19.100 and 19.140◦C. The absolute error of prediction against salinity is shown in (b) and against temperature in (c). No methods were used to remove
outliers as appear in (b) or (c).

respect to salinity or temperature; therefore the spread of the
data is assumed to be due to thermal noise and spectral scatter.

Fig. 6shows the RMSEP for all data (grey bars) and after
exclusion of suspected outliers (black bars). The ordinate axis
presents sample runs with mean temperatures between−1
and 25◦C in the order that they were recorded. The salin-
ity calibration model was constructed over a range of±1‰
salinity. Most of the samples demonstrated similar error struc-
tures to the data presented inFig. 5b and c, where for a
much larger calibration range, the vast majority of the predic-
tions are accurate to within±0.5‰ salinity. However a small
fraction of the errors are relatively large. Here, the larger
errors are also biased low in prediction. These outliers were
identified by a Student’st-test (99% confidence with infinite
degrees of freedom) with the standard deviation estimated
from the entire population. Consequently, between 2% and
5% of the data were excluded per data set. The differences in

the RMSEP with and without outliers highlights the profound
effect these few samples have on the overall performance
metric. Once the outliers were removed, The FO-SPR probe
used in Experiment 1 was sensitive to changes in salinity of
<200 ppm over several temperatures, and <300 ppm for eight
or the nine data sets.

Preliminary analysis of data collected across greater tem-
perature variations±0.5◦C, across 32–38‰ salinity, demon-
strated RMSEP of 190, 180, 380 and 130 ppm for 5, 15, 2 and
8◦C, respectively. Repeating the 15◦C analysis with a sec-
ond conductivity cell to determine salinity yielded a 360 ppm
RMSEP. The first cell failed after these four sample sets; it
has been immersed in salt water for 6 weeks straight at this
point.Fig. 7a and b present the RMSEP over 28–48‰ salin-
ity, a significantly wider range than would be expected in
most ocean environments. In general 300–600 ppm accuracy
is achieved. The larger error for the sample near 0◦C (Fig. 7a)
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Fig. 6. RMSEP of the median (grey) and the mean below the median (black)
for the indicated temperatures in Experiment 1. Each day was broken into
increments of 1‰ and the predictions performed within these salinity blocks.
The mean RMSEP is below 300 ppm virtually everywhere, with the majority
below 200 ppm.

Fig. 8. RMSEP for temperature equilibration portions of Experiment 1.
These results indicate a precision of <50 ppm is attainable. The dark bar
is individual data point, the light bar is that of the moving average.

Fig. 7. RMSEP for calibration across 28–48 salinity (a) Experiment 1 with a narrower range of temperatures. (b) Experiment 2 with a wider range of temperatures
for each data set. For each graph, the first bar (grey) is RMSEP from single data points, the second bar (white) is RMSEP from a moving average ofn = 10.
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is suspected to be from salt depositing on the sensor at colder
temperatures.

4.2. Potential for improvement

A significant part of the initial RMSEP magnitude for a
given day is derived from the spectral resolution and signal
to noise level of the OceanOptics spectrometer and diode
array detector employed. The capability to reproducibly
determine the minimum of the SPR spectrum is evident in
Fig. 2b when the reproducibility of theλSPR is compared
to the reproducibility of the salinity determined by the
conductivity meter. The FO-SPR sensors coupled with the
OceanOptics spectrometer employed here is reproducible
to ∼6× 10−5 refractive index units; comparable to the
sensor employed by Liu et al.[26]. Thus, given that the
accepted 3× 10−7 RIU/ppm salinity, we would expect to
have prediction errors right at 200 ppm salinity. Coupling the

FO-SPR sensors to a 1/4-m spectrometer with a TE cooled
CCD camera would offer the advantages of lower detection
limits and capability to multiplex to multiple SPR sensors.
This has been demonstrated in our laboratory, but not
packaged for field portability like the OceanOptics system.
The∼3× 10−6 refractive index precision of the larger optical
spectrometer should lower the RMSEP to below the 100 ppm
precision of the conductivity probe employed as the refer-
ence method. If all other sources of errors are accounted,
the spectrometer limited RMSEP would be 10 ppm
salinity.

The potential to realize such low detection limits can be
appreciated when observing the stability of the sensor and
the RMSEP when neither the salinity, not the temperature is
appreciably changing.Fig. 8presents these prediction errors
for collected at the end of daily experimental collections dur-
ing experiment 1. Six equilibrium sets were collected over 11
days; the six data sets presented here were collected after the

F
l
i

ig. 9. Temperature andλSPR data for the first temperature equilibration perio
ater. If the temperature and salinity are constant, there should be no apprecia
s due to probe drift.
d in Experiment 1 and a subsequent temperature equilibration period 21 days
ble change inλSPR. The fact (a) is redshifting dramatically suggests its appearance
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1st, 3rd, 5th, 6th, 10th and 11th data set presented inFig. 7a.
Early in the probes useful life cycle, the sensor is stable to less
than 50 ppm. Later in the life cycle, the precision degrades
and the sensor eventually fails. The RMSEP for these stabil-
ity tests track the RMSEP presented inFig. 7a. For the last
two data sets, the SPR probe was beyond the useful lifetime.

4.3. Sensor drift

Obvious in all of this is a problem of sensor drift that
must be overcome prior to long-term field deployment.
It was observed that a 5–7 day conditioning period was
needed before a stable signal would be realized over the
course of a 12-h experimental collection. The effect of
the sensor fouling can be seen inFig. 9. A dramatic red
shift in the λSPR is observed during the initial immersion
of the sensor into salt water (Fig. 9a). It was determined
that about 7 days was required to condition the sensor.
Afterwards, the probe would reliably perform for 1–2 weeks.
Fig. 7b shows the stability of the sensor, 21 days after initial
immersion. Little drift is observed. Eventually the sensor
would fail and cease to respond to salinity or temperature
changes.

As red shift is indicative of an increase in the local RI
around the sensor, it would appear adsorption is occurring
on the surface. The system contains deionized water, HDPE,
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5. Conclusion

The FO-SPR sensor presented has demonstrated a sensi-
tivity of <200 ppm to small changes in salinity regardless of
temperature, and <300 ppm over a marine-relevant range of
salinities regardless of temperature. The probe itself is easily
used in situ, is inexpensive to manufacture, and smaller than
a conventional conductivity cell. Therefore, its demonstrated
ability at several temperatures coupled with its ease of
use puts it in the front of the pack of SPR salinity sensors
presented to date. Future work will require use of higher
accuracy instrumentation to better establish the ultimate
sensitivity of the sensor. The sensor drift must be mitigated
if not halted in order to make the probe useful for long-term
field deployment. Once the higher accuracy calibration is
performed and the drift issue properly rectified, this sensor
would provide complementary information to conductivity
in field marine densitometry, and give an opportunity to
monitor salinity in difficult to reach environments.
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